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Abstract

ICT solutions must meet the requirements demanded by challenging and complex sce-
narios such as remote care, which can be viewed as a combination of heterogeneous
services using multimedia and home-care tools. Network Slicing emerged to this end, a
paradigm tailoring the needs of any scenario whose specifications need to be met at all
times. For its implementation, the network flexibility and resource control features pro-
vided by the Software-Defined Networking (SDN) and Network Functions Virtualization
(NFV) techniques can allow the Network Slicing paradigm to manage the peculiarities
established by any given scenario, taking a special consideration to multimedia scenarios
with particular needs such as low latency and high bandwidth. However, existing Net-
work Slicing approaches lack management mechanisms to understand when resources and
services have to be changed or reconfigured to continue meeting the requirements, what
elements would be involved in this updating process, and how changes would have to be per-
formed. This article addresses this challenge by proposing an architecture able to manage
the complete life cycle of Network Slices and to determine when, what, and how to dynam-
ically orchestrate the resources and services so as to meet the scenario requirements. This
SDN/NFV-enabled architecture allows managing the underlying infrastructure at run-time
through policies, which use a formal Network Slicing information model based on ontolo-
gies also proposed in this article. Also, a complete use case is exercised to face the specific
requirements of a given eHealth scenario with multimedia services, whose feasibility is
demonstrated through a number of conducted experiments.
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1 Introduction

Information and Communication Technologies (ICT) undergoes a radical change in recent
years due to the arisen of complex scenarios demanding the fulfillment of a great number of
heterogeneous and dynamic requirements. For example, the provision of certain challeng-
ing services in remote care scenarios, such as multimedia and home-care, requires real-time,
flexible and automatic management systems able to control the scenario infrastructure and
its communications. Coupled with the introduction of these new requirements, ICT has been
strengthened with new and innovative technologies such as Software-Defined Networking
(SDN) and Network Functions Virtualization (NFV). SDN is an approach to programmable
networks built to separate the control and data planes, while NFV decouples the software
implementation of Network Functions (NF) from the underlying hardware. The combina-
tion of both technologies entails a recognized number of advantages for network operators
and service providers, as identified in [4]. In case of network operators, they can be strength-
ened in dynamism with the management of network resources and gain more flexibility
in provisioning services, while in case of service providers they can achieve a significant
improvement when administrating their infrastructure and provisioned services in real time.
These benefits for both stakeholders come from a fully flexible and efficient control of their
own assets, in addition to the deployment of virtual network infrastructure and services that
can provide better availability, scalability, and efficiency.

Despite the aforementioned benefits of the SDN/NFV technologies, network manage-
ment is a hard task because they do not provide an easy and formal way of meeting the
specific requirements that particular challenging scenarios, like healthcare and multime-
dia, are demanding for their proper operation. To this end, the Network Slicing paradigm
[27] emerged to manage the vast heterogeneity of services as well as the diversity and
dynamism of the scenario requirements. The Network Slicing concept was initially intro-
duced in 2010 referring to the possibility to combine network resources to enable their
parallel use when sharing the same underlying infrastructure, as presented in [41]. Subse-
quently, a language semantics was defined in [10] with the goal of programming isolated
Network Slices. Nowadays, the Network Slice concept may be defined as a “specific set
of logical resources capable of providing certain services for diverse scenarios that demand
different requirements”.

As an example, Fig. 1 shows how current proposals manage a Network Slicing environ-
ment, which is comprised by two scenarios with different requirements that should be met
by their given Network Slices: one eHealth slice for a healthcare scenario and another Ultra
HD Video slice supporting a multimedia scenario. Each of them may be demanding differ-
ent requirements, such as high bandwidth for the multimedia services or high availability
for the healthcare ones, among others.

As shown in Fig. 1, the Service Provider checks out the Network Slice Blueprint Cata-
log to meet the established requirements by each scenario, in which a given Network Slice
Blueprint is already onboarded with the description of the structure, configuration, and
workflows to instantiate and control the Network Slices during their life cycle. As defined in
[27], a Network Slice Blueprint is a femplate that describes how a Network Slice instance is
to be created, which is defined at design or configuration time. Once the catalog is checked,
the Network Slices that better fit the current scenario requirements are deployed. For each
Network Slice, the Virtual Network Function (VNF) Manager uses a specific set of VNFs
that are running on one or more Virtual Machines (VMs), sharing the same hardware net-
working infrastructure. Beyond network-centric functions implemented as VNFs, such as
firewalls and access points, among others, the implementation of others types of virtualized
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Fig. 1 Example scenarios implementing network Slicing with a common infrastructure

services can also be taken into account for the deployment of certain functions, which we
can refer to as Virtualized Functions (VxF) as defined by [9]. It is worth noting that other
Network Slices, as shown in Fig. 1, could be onboarded within the Network Slice Blueprint
Catalog to manage other different scenarios with their own requirements, but all of them
making use of the same underlying infrastructure.

Network Slicing is a new paradigm with high interest of actual study, which is mainly
prompted by the incoming fifth generation (5G) mobile technology. New 5G scenarios are
emerging in which SDN and NFV technologies have a fundamental role, both being the
key driver to implement Network Slices. Recent research has focused on Network Slic-
ing considering 5G networks, as the one proposed in [39], as well as the proposal of [30]
for integrating the SDN architectures to enable Network Slicing. However, and despite the
progress made by solutions such as the above, new mechanisms are required to dynami-
cally manage the Network Slices and their resources that consider the specific requirements
according to the target scenarios.

To face the previous challenges, this article substantially extends the solution presented
in [18] by adding a new significant number of innovative contributions. In that contribution,
a mobility-aware architecture implementing SDN/NFV techniques was presented by using
a first version of the Network Slicing information model, but without exercising the archi-
tecture to get performance results and evaluate its feasibility. Due to this, the current article
extends the another with the following contributions:

1. A revised formal definition of the Network Slicing information model in which the
set of requirements demanded by a given scenario is implicitly added to the Network
Slice Blueprint, and also adding a new Sub-network Blueprint to create sub-network
instances forming the NFs that will run on physical/logical resources. The pro-
posed Network Slicing information model has been developed and implemented using
Semantic Web techniques, which can be publicly found at [48].

2. A new realistic use case with specific requirements of an eHealth scenario with mul-
timedia services, in|order to provide remote care assistance to show how our solution
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addresses certain concerns to continue meeting those requirements. Multimedia ser-
vices and their specific requirements will have important implications on such use case
to demonstrate how using certain multimedia tools can be determinant in future remote
healthcare environments.

3. A policy-based system approach that uses management policies to control the Network
Slices life cycle dynamically, in which two types of policies are defined, intra-slice and
inter-slice policies. The former are used to manage the elements making up the Network
Slice itself, while the latter are responsible for switching from a given Network Slice to
a different one.

4. A given number of experiments carried out to measure the time required to make
decisions when applying intra- and inter-slice policies, as well as the time to enforce
Network Slices meeting the established requirements. These experimental results will
allow validating the feasibility of the proposed architecture, with the support of the
intra- and inter-slice policies.

The remainder of the article is structured as follows. Section 2 discusses the main related
work on Network Slicing and solutions managing Network Slices in multimedia scenarios.
Section 3 presents a formal information model of Network Slicing based on ontologies.
Section 4 shows a realistic use case in an eHealth scenario with a number of concerns,
considering the specific requirements when provisioning multimedia services, which are
addressed by our solution through the two types of policies presented in Section 5. Section 6
outlines the components of the proposed architecture to manage the Network Slices and
their elements, whose feasibility is validated by the conducted experiments presented in
Section 7. Finally, conclusions are drawn and future work suggested in Section 8.

2 Related work

5G networks need to integrate network services with varying performance requirements
(e.g. high throughput, low latency, high reliability, high mobility, and high security) into
a single physical network infrastructure. List of requirements that have been identified,
as emphasized in [2], for the proper operation of multimedia services. 5G networks also
need to provide each service with customized logical networks, such as the ones needed to
transmit multimedia communication signals. In this regard, Network Slicing has recently
been proposed as one of the key technologies to achieve the aforementioned goals. As any
new technology, a number of research questions and open challenges have emerged last
years associated to Network Slicing, as identified in [8]. As an example, the authors of [1]
overview principal concepts as well as current standardization efforts in Network Slicing,
identifying a number of open challenges and providing recommendations toward potential
solutions.

Different scenarios and use cases were proposed in [23] with the goal of showing how
Network Slicing can improve the current challenges and requirements. The authors brought
three scenarios out: a Smart City scenario to manage the variety of different networks con-
sidered to acquire information, where IoT networks are run by different departments with
distinct access privileges; a Vehicle-To-Everything (V2X) scenario to provide precise knowl-
edge of the traffic situation to optimize traffic, reduce congestion, minimize accidents, and
so on, not forgetting the highly reliable communication required; and an E-health scenario
to enable life-critical services that monitor patient’s vital signs (e.g. heart rate, pulse, blood
pressure, etc.) in a reliable, fast, and secure way. The authors emphasize with these use
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cases the need to manage enhanced broadband voice, data, and video communication ser-
vices, such as real time interactive multimedia and high bandwidth video feed. Another
work describing potential Network Slicing use cases is the one presented in [1]. Among such
cases, it was presented a way of enhancing broadband access in densely populated areas
(e.g. stadiums or open-air festivals) when enabling multimedia services such as ultra high
definition video streaming. IP Multimedia Subsystem (IMS) —with services such as voice
and interactive video streaming— was introduced in this work as a sub-network instance with
which to deploy a given Network Slice with its multimedia services.

Some key requirements for Network Slicing are defined in [34]. Among the most rel-
evant ones, the authors highlight the network slicing resource specification to manage the
description of resources and NFs; guaranteed slice performance and isolation to enable
the safe, secure, performance guaranteed service for multi-tenancy on common physical
networks; cross-network segment and cross-domain negotiation, so that each segment of
the network may be further divided into different administrative domains; network slicing
domain-abstraction to be aware and independent of the domain to which they belong; slice
identification, associated to privacy and security concerns of Network Slicing; and OAM
operations with customized granularity, since different Network Slices’ users (operators,
customers) will have different requirements.

The authors of [33] set out Network Slicing as a combination of the SDN architecture
with some essential capabilities supplied by NFV. In addition, they present an example
scenario that combines SDN/NFV technologies to address the implementation of Network
Slices, and thus approach response times and amount of bandwidth when dealing with mul-
timedia services. Another solution is presented in [47], where the authors combine emerging
technologies such as NFV, SDN, and cloud and edge computing to provide and manage
Network Slices. They also underline the need to support a large number of slices and
their deployment depending on subscribers’ location. Concerning NFV-based solutions, the
authors of [36] identified IMS as one of the most complex NFV instances, due to extremely
low end-to-end latency and a high system availability. Moreover, a weak fault tolerance is
another problem associated with IMS, which is addressed by the authors executing certain
failover procedures after isolating faulty modules.

The authors of [50] showcase a 5G network slicing architecture together with a scheme
for managing mobility between different access networks, as users move around while con-
suming multimedia services. Additionally, they also propose a joint power and sub-channel
allocation scheme in spectrum-sharing two-tier systems based on Network Slicing. Another
architecture for next-generation networks is designed and implemented in [24], which lies
on NF decomposition and Network Slicing. Specific NF blocks for forming Network Slices
and their roles and requirements are defined in the proposed architecture. Finally, the authors
also analyze the impact of the architecture on multiple tenants. The concept of Network
Slice as a Service (NSaaS) was introduced in [51] with the goal of helping operators to offer
customized end-to-end cellular network as a service. This work also illustrates how oper-
ators can configure and manage NSaaS and APIs for customers. Another type of scenario
where operators are interested is in delivering Information-Centric Networking (ICN) in 5G
mobile networks by utilizing Network Slicing, as presented in [35], and how Mobility as a
Service (MaaS) can be performed as a 5G-ICN Network Slice to meet MaaS objectives. This
work also showed a videoconferencing slice in which users could request audio/video/text
content from other third parties.

Network Slicing may impact several aspects of the 5G Radio Access Network (RAN)
such as the protocol architecture, the design of NFs, or the management framework, as noted
in [3]. This will have a direct implication when defining services for its commissioning, for
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any type of application such as those based on multimedia services on which this article
is focused. Regarding the efficient management of the elements making up the 5G RAN,
a novel architecture is proposed in [7]. This architecture supports RAN slices according to
the definition of a set of configuration descriptors that are able to characterize the features,
policies, and resources of radio protocol layers. The work described in [19] presents an
energy-aware and policy-based system oriented to the SDN/NFV paradigms, which allow
the management of the network infrastructure at run-time through policies in a dynamic
way. The authors of [20] propose a given admission control mechanism able to allocate net-
work resources to different slices with the goal of improving the users’ satisfaction while
ensuring the slices’ requirements. The authors performed several experiments that showed
a higher user experience in individual slices and a higher scalability with large amounts of
users. Also noteworthy is the work presented in [37], describing a resource allocation mech-
anism based on airtime assignment to achieve infrastructure sharing and slicing in Wi-Fi
Access Points. This has the potential to be straightforwardly used in scenarios of wire-
less access infrastructure sharing, this being a conventional setting in many user-oriented
scenarios.

Finally, it should also be pointed out that other works are providing solutions to exercise
multimedia services over 5G RAN in critical scenarios. In particular, Public Safety is one
of the most attention it is getting. A recent work, presented in [43], describes a public safety
use case in which mission-critical services (e.g. video and data) are being used, in order to
cope with the number of first responders consuming mission-critical video transmissions.
The proposed use case entails the real-time management of large volumes of information
and network traffic, especially in non-urban geographic areas where ubiquitous access is
required for the tasks first responders need to perform.

Despite the progress made by the previous solutions, a substantial body of work is still
required in the definition and management of Network Slices able to meet the requirements
demanded by the scenario concerned. We propose in this article an architecture with innova-
tive components that is in charge of managing and orchestrating the Network Slices, as well
as policies to provide a flexible, efficient, and self-healing solution that complies with the
specific requirements of multimedia scenarios, with services requiring real-time audiovisual
communication.

3 Network slicing formal model

This section presents three ontologies that extend the current notion of Network Slicing.
These are illustrated in Fig. 2, based on the common taxonomy proposed in [27] and the
suggestions on network instantiation presented in [38]. To the best of our knowledge, the
ontology-based formal models presented below are the first ones proposed in the literature,
and they are based on the concepts and components found therein. We decided to model
three different, but complementary ontologies rather than a single one for reuse reasons,
where the three main concepts to define Network Slices are clearly differentiated by design.

The ontologies making up the Network Slicing formal model presented below can be
found published at [48].

3.1 Network slice blueprint ontology

This ontology, shown at the bottom left of Fig. 2, focuses on the definition of the differ-
ent components making up our Network Slicing concept, which are oriented to ensure the
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Fig.2 The network slicing ontologies

provisioning of heterogeneous services. The main class of this ontology is NetworkSlice
that represents the instantiation of every element contained by the Network Slice Blueprint
Ontology. A given Network Slice has specific requirements, represented by the Require-
ment class, which are accomplished by one or more Sub-networks being responsible for
the provisioning of Services. They are maintained by service providers, represented by the
Provider class. The Service class is relevant because links all the concepts that describe the
services being offered to users. As will be introduced in Section 4 with a motivation exam-
ple, the Service class can be used to define and implement multimedia services with which
to enable real-time audiovisual communications.

Finally, Providers could be a Network Operator or a Third Party, although this class could
be extended to other types of providers, while the User class represents people consuming
the service (or services) ensured by the Network Slice.

3.2 Sub-network blueprint ontology

The Sub-network Blueprint Ontology, illustrated at the bottom right of Fig. 2, is able to cre-
ate sub-networks to form one or more Network Slices. The Sub-network class is the main
concept of this ontology and it can be comprised by other sub-networks. A Sub-network
has one or more NFs running on top of Physical/Virtual Resources, which will provide the
necessary support for these NFs to function properly on the network. The NetworkFunc-
tion class includes every kind of resource that can be used or deployed within a given IT
infrastructure, which can be related to computation, storage, or networking, for example.

A given Sub-network represents a way of reusing a combination of fundamental NFs
that provide similar features shared by different Network Slices. The combination of all
this information represents a Sub-network Blueprint, which is a type of template of how to
deploy a Sub-network meeting Network Slice requirements.
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3.3 Network slice administration ontology

As shown at the top of Fig. 2, this ontology aims to manage the dynamism and mobility
of the critical components represented by the NetworkSlice, Service, Sub-network, and Net-
workFunction classes defined in the two previous ontologies. All of them are instances of
the ManagedElement main class. It is worth noting that all these elements included in the
three ontologies have been modeled by following the Common Information Model (CIM)
language, formally defined by the DMTF as a standard in [5]. CIM provides a common
definition of management information for systems, networks, applications, and services. As
a consequence, all these elements are defined as instances of the ManagedElement class,
which is the main element for a given model in CIM.

The ManagedElement class identifies a generic entity that has some features, represented
by the Metric, Location, and Capability classes. The Metric class refers to any indicator
useful in order to measure the performance of the Network Slices and their elements. In the
proposed use case, as discussed below, this indicator refers mainly to Quality of Service
(QoS) values if the managed entity is a service. As a proof of concept, we defined four dif-
ferent metrics: CPUESf indicating the percentage of CPU used by the managed elements;
CommlLat denoting the latency experienced by the communications; PktLossFreq (packet
loss frequency) pointing out the availability and QoS of the Network Slices communica-
tions; and ProvTime reflecting the time required to provide a given service or slice. These
classes represent a pool of potential metrics that could be extended with additional ones,
which we consider to measure the status of the Network Slices and their elements. It is
worth noting that these metrics do not pose aspects provided by our policy-based system,
although they could be aspects that the latter could also have.

Finally, the Location class shows information about the relative position within the
environment concerned. This is the top-level class of a hierarchical model for location, hav-
ing five predefined subclasses; namely (from low to high accuracy): Continent, Country,
Region, City, and Position, when the latter can in turn establish the Geographical or Abso-
lute Position of any element. Note that they are not shown in Fig. 2 to ease its understanding.
In addition, as depicted in the figure, the Capability class includes other subclasses such as
PowerSettings and Mobility, among others. While the former enables the optimization of
energy efficiency, the latter has a key role when services are provided in highly dynamic
environments.

4 A motivating example: Multimedia in remote care

This section shows a use case that highlights the necessity of managing Network Slices
that consider different requirements of dynamic healthcare environments. One of the main
pillars of the healthcare of the future is remote care. Remote care refers to the idea of
removing the hospital borders and allowing people to stay in their own homes, providing
person-centered medical services and technologies to support their individual care. In this
context, multimedia systems play a key role by enabling a direct and real-time audiovisual
communication between the hospital staff and patients.

In this remote care scenario, unexpected clinical events might happen at given times pro-
voking changes in the requirements of the remote clinical environment. Among potential
situations, we highlight unexpected health events characterized by the variation of cer-
tain vital signs of patients located at home. This scenario consists of three phases that are
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presented below: a) the initial scenario, b) when the unexpected clinical event occurs, and
c) after the mitigation takes place.

4.1 Initial situation: Sensing vital signs in remote care

The proposed clinical scenario defines a Network Slice (NS), named as RemoteCare NS,
which is focused on providing and managing specific elements required to sense different
vital signs of patients located at home (e.g. medical devices, services, and communications).
It is worth noting that the RemoteCare NS will have several patients sharing the NS services
and resources.

Despite security and privacy concerns are outside the scope of this work, it is important
to highlight that having different patients sharing the NS resources affects to the intra-slice
data security and privacy. In this sense, some mechanisms and protocols at different levels
(users, services, and resources, as indicated in [40]) are required to protect the users’ pri-
vacy and security. Regarding the inter-slice security, in [22] it is emphasized that isolation
among Network Slices can be achieved via data plane isolation and control plane isolation,
which can be protected by using cryptographic primitives. For example, a hybrid approach
is presented in [25] to secure the healthcare data transferred between individual patients
and medical staff, fully protected from any other type of communication, by using linear
network coding and re-encryption based on ElGamal cryptography. More advanced crypto-
graphic mechanisms are currently being considered, such as homomorphic encryption. In
this context, a system and method for homomorphic encryption environment is proposed in
[44] for a healthcare network, where queries result in encrypted data without data servers
know its content, and how to infer it.

Figure 3 shows the following elements considered by the RemoteCare NS:

e Requirements:
— high availability, security, privacy, and resiliency.
e Resources:

— medical devices located at the patients’ home such as heart monitors, pace-
makers, defibrillator, infusion pumps, and wearables. This equipment is able
to sense medical data from patients and actuate directly over them;

uses

| Patent | o

hasUser

GenericHardware ‘ ‘ Networking ‘

T hasResource T

Diagnosis

HospitalStaff hasService Hospital hasNF Hospital
Sub-network | NetworkFunction
Remote
Care NS hasSubnetwork
Home hasNF Home
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Fig.3 Main elements of the RemoteCare NS

@ Springer



24716 Multimedia Tools and Applications (2019) 78:24707-24737

— generic hardware equipment located at the hospital side to host the clinical
services; and

— networking equipment located both at home and in hospital to enable the
communication between both sides.

e Services:

— diagnosis services located at the hospital in charge of collecting and analyz-
ing the medical data sent over secure channels, having such services specific
security and privacy methods to protect the sensitive information.

e Users:

— hospital staff consuming diagnosis services to make decisions about medical
treatments; and
—  patients receiving remote care.

How to supply diagnosis services with protection mechanisms to ensure security can be
achieved by cryptographic methods, as described above, while privacy of users’ data has
also been widely studied, as in [17] where a privacy-preserving and context-aware solution
based on policies is proposed.

At this given point, the provisioning of the diagnosis services afforded by the Remote-
Care NS is working as expected. Furthermore, the resources are not overloaded and the
hospital staff can access the diagnosis services without experiencing problems. However,
the main issue in this point (Concern 1) would be that unexpected and massive clinical
events, such as a flu epidemic, would cause a worsening of the evaluation metrics of the
diagnosis services when the number of patients increases massively. In this case, a mech-
anism able to administrate Network Slices should trigger a dynamic adjustment of the
RemoteCare NS resources by taking into account the location and mobility of users, the
Network Slices in place, and their resources. These adjustments can vary from adding new
(or more) computational resources to the implementation of new hardware technologies that
allow complying with the requirements established by the Network Slice.

4.2 Unexpected clinical event: Multimedia in remote care

The second phase of this use case shows the occurrence of an unpredictable event, e.g. the
deterioration of some vital sign of the patients located at home. Nowadays, different types
of patients require continuous control of their vital signs. Examples of that could be patients
with chronic diseases who receive care at home, patients who recently undergone a surgery
and are being treated at home, or elderly with mobility problems being monitored to avoid
falls or clinical issues.

The unpredictable event is detected thanks to the monitoring and diagnosis processes
performed by the elements belonging to the RemoteCare NS, introduced in the previous
section. However, in this point arises the Concern 2, which highlights the necessity of
establishing two different types of multimedia services to monitor patients. We consider the
establishment of i) video conferences between the medical staff and the patients to notify
them the problem as well as provide further information to the medical staff; and ii) night
video supervision to detect strange behaviors automatically, such as falls or no movements
for a long period of time. Since the requirements and resources of the new multimedia
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services are quite different to the RemoreCare NS ones, it is required the management of
an additional Network Slice (NS), named Multimedia NS. It is worth mentioning that the
Multimedia NS will be working on parallel to the RemoteCare NS.

Figure 4 shows the following elements considered by the Multimedia NS:

e Requirements:
— low latency and high bandwidth.
e Resources:

— necessary multimedia equipment located at the patients’ home such as video
cameras, surveillance devices, and audio equipment. This kind of equipment
is critical to establish audiovisual communications with the patients in order
to detect problems in real time;

— generic hardware equipment and videoconferencing components located at
the hospital side to host multimedia services; and

— a 5G network infrastructure (located everywhere) to enable the communica-
tion between both sides ensuring low latency and high bandwidth.

e Services:

— telecare and multimedia services such as High Definition (HD) or 4K video
streaming to enable real-time communications between the patients and the
medical staff. In addition, we also consider a night video monitoring service
to detect falls or strange behaviors of patients automatically.

e Users:

— hospital staff consuming multimedia services to make decisions about the
medical treatments; and
—  patients receiving remote care.

‘ 4KHDStreaming ‘ ‘ Telecare ‘ VideoConferencing ‘

uses 4 hasUser
y hasUser y uses | GenericHardware ‘ 5GNetwork ‘
‘ HospitaIStaff ‘ ’ Patient ‘ \hasResource/
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Fig.4 Main elements of the multimedia NS
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4.3 Post-mitigation scenario: Dismantling multimedia

Finally, the last phase of this use case consists in dismantling the Multimedia NS to release
resources and ensure their optimal usage when patients’ vital signs are between the normal
range of values. In this context, the main issue (Concern 3) would be to have an automatic
mechanism capable of detecting when the context or situation changes and when a given
slice is not required anymore.

5 Network slices management policies

This section presents a policy-based approach to define management policies so as to control
the Network Slices and their resources dynamically. These policies are translated into a set
of rules to manage the resources state or replace a given Network Slice by instantiating
a different one. They are categorized into two different groups, intra-slice and inter-slice
policies, managing the Network Slice life cycle dynamically but with a sharp difference.
While the intra-slice policies are used to manage the elements that compose the slice itself,
e.g. adding a new resource to continue meeting the established Network Slice requirements,
the inter-slice policies are responsible for switching from a given slice to a different one,
e.g. due to the changing of some requirements of the services being provided. In both cases,
they are defined according to the ontologies proposed in Section 3.

To manage the Network Slices and their resources, our two types of policies take into
account diverse metrics oriented to measure different aspects and resources provided by the
Network Slices. On the one hand, generic metrics such as the ones proposed in [21] are
oriented to ensure the QoS, security, or availability of the resources belonging to differ-
ent contexts. On the other hand, context-aware metrics are focused on controlling aspects
related to the environment or context in which Network Slices are deployed. Following
the remote care use case presented in Section 4, context-aware metrics could measure the
number of frames per second in multimedia services or the heart rate in healthcare, among
others. Additionally, it is important to note that policies consider the geographical location
of NSs and their resources. In this context, combining the previous metrics with the location
of physical and virtual resources our solution is able to manage and address the mobility
issue identified in Section 1.

Table 1 Examples of suitable metrics for defining Network Slices management policies

Metric Abbreviation Scope

Communication Latency CommLat General (Communication)
Packet Loss Frequency PktLossFreq General (Communication)
Provision Time (s) ProvTime General (Service)

CPU Efficiency CPUESf General (Hardware)
Frames per second (s) AcqTime Contextual (Multimedia)
Jitter Jitter Contextual (Multimedia)
Image resolution ImgRes Contextual (Multimedia)
Percentage of blood oxygen SpO2 Contextual (RemoteCare)
Heart rate HeartRate Contextual (RemoteCare)
Temperature Temp Contextual (RemoteCare)
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Table 1 shows some examples of evaluation metrics that can be used to define poli-
cies. The first four ones have been used in the ontology of Fig. 2, where their class names
are represented with abbreviations. In the following two subsections, several examples of
policies will be introduced to address the potential use case discussed in Section 4. It is
important to notice that we propose a generic policy-based solution able to manage specific
policies aware to given scenarios.

5.1 Intra-slice policies

The policies in this category, addressing Concern 1, evaluate different metrics of the
resources provided by a given Network Slice to eventually perform some healing opera-
tions, according to which metric is raising some warning alerts. This could be applied in
a situation as the one presented in Section 4.1 (initial scenario), where location values are
relevant to provide that specific service efficiently.

As an example, the intra-slice policy shown below adds more computational resources
(#Cp) to ensure the service (#DiagnosisServ) provided by a Network Slice (#Remote-
CareNS) as a corrective measure to the increment of patients, due to a massive clinical event
such as people infected by a flu epidemic.

Policy(#1, #IntraSlice):

NetworkSlice(#RemoteCareNS) hasService Service(#DiagnosisServ) A #DiagnosisServ
hasMetric Metric(#CPUEf hasValue #Orange) A #DiagnosisServ hasLocation ?Tany
isLocationOf Resource(#Cp) — addResource(#RemoteCareNS, #Cp)

This kind of policy considers the location of available computational resources (#Cp)
to cover the necessities provoked by a flu epidemic and maintain the QoS of the diagno-
sis service. Alerts in this policy are identified with an #Orange threshold and refer to the
metric measuring the CPU Instance Efficiency (#CPUE(f), due to the CPU of the resource
where the service becomes congested by the large amount of patient activity. Since service
requirements are not changing, the Network Slice remains the same as before, but some
adjustments are performed.

5.2 Inter-slice policies

The expected outcome of an inter-slice policy is to manage the activation or the deactivation
of certain Network Slices according to the location of the services and resources. As an
example of this kind of policy, two different inter-slice policies are defined below. Both
could be applied in situations analogous to the concerned and managed scenarios of Sections
4.2 and 4.3, respectively.

The first inter-slice policy (ID #2) refers to a similar situation of the scenario shown in
Section 4.2, which addresses Concern 2.

Policy (#2, #InterSlice):

NetworkSlice(#RemoteCareNS) A NetworkSlice(#MultimediaNS) A #RemoteCareNS
hasMetric Metric(#HeartRate hasValue #Red) A #RemoteCareNS hasMetric
Metrie(#Temp-hasValue-#Red)-A-#RemoteCareNS hasLocation Tany isLocationOf
#MultimediaNS — enableSlice(#MultimediaNS)
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This policy analyzes the overall status of the provided diagnosis service within the Net-
work Slice that is always on (#RemoteCareNS). It shows how it is possible to dynamically
activate a new Network Slice with different requirements so as to include new multimedia
functionality to the remote care scenario. The corrective measures adopted by Policy #2
highlight the consequences after the policy has been triggered. When some critical medical
problem is detected through the deterioration of the patient’s vital signs, values go beyond
a given threshold identified by a #Red alert, the policy will check the current location of
the existing Network Slice. In this case, the metrics used by this policy are Heart Rate
(#HeartRate) and body temperature (#Temp). The reaction will be to activate a Network
Slice (#MultimediaNS), which is going to be deployed geographically in the same place
as the RemoteCare NS. Additionally, our solution allows the medical staff to define cus-
tomized policies for specific patients. In this context, a variant of this Policy #2 could be
to have a higher or lower threshold of the heart rate and temperature metrics to deploy the
Multimedia NS.

The second inter-slice policy shown below (ID #3) can be applied to address the Concern
3 explained in Section 4.3.

Policy(#3, #InterSlice):

NetworkSlice(#RemoteCareNS) A NetworkSlice(#MultimediaNS) A #RemoteCareNS
hasMetric Metric(#HeartRate hasValue #Green) A #RemoteCareNS hasMetric
Metric(#Temp hasValue #Green) A #RemoteCareNS hasLocation ?any isLocationOf
#MultimediaNS — disableSlice(#MultimediaNS)

This policy is able to restore a normal state by disabling the Multimedia NS used dur-
ing the unexpected medical situation. Thanks to this policy it is possible to automatically
detect the new overall conditions and disable the Multimedia Slice (#MultimediaNS) when
the values of the patient’s temperature and heart rate are comprised between the green
thresholds.

As seen in this section, the intra- and inter-slice policies proposed in this article
demonstrate how they are capable of managing Network Slices dynamically, taking into
consideration mobility aspects of both users and network resources through a set of suitable
metrics.

6 Architecture to manage network slicing

The automation of the provisioning of innovative services needs to rely on an agile archi-
tecture able to adapt to a highly dynamic context. Figure 5 shows the main elements of the
proposed architecture, which has been developed starting from the ETSI reference model
published in [6] whose components are represented on a blue background. Our contribu-
tion, which is shown in orange instead, manages the Network Slices and their resources
dynamically with a policy-based approach.

In what follows, Section 6.1 describes the elements proposed by the ETSI architecture,
while Section 6.2 introduces our vision in detail.

6.1 ETSI architecture

This section shows the elements that make up the proposed architecture in charge of man-
aging the Network Slices given their mobility and particular requirements. Figure 5 shows
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Fig.5 Main elements of the proposed architecture

that the Virtualized Infrastructure Manager (VIM) is responsible for the Network Functions
Virtualization Infrastructure (NFVI) management and the resource monitoring. The VIM is
able to create, control, monitor, and dismantle the whole life cycle of VMs that are instanti-
ated on generic Physical Resources or equipment making up the Network Slices through the
Virtualization Sublayer. Physical and Virtual Resources can range from computation and
storage elements to SDN-oriented network infrastructure (e.g. physical/virtual switches in
addition to SDN Controllers) so as to decouple data and control planes. Although it has not
been introduced into the figure for simplicity, a Wide Area Network Infrastructure Manager
(WIM) could also be added to denote the wide area network counterpart of the VIM.

The VNF Managers (VNFM) are in charge of the configuration, management, and mon-
itoring of each of the VxFs that make up the Network Slices, where a given VNFM is
associated with managing a particular VXF. Each manager is able to deploy, dismantle,
and configure its VxFs on-demand with the functionality provided by the Network Slices.
Examples of VxFs can range from network functions such as load balancers or firewall, to
general services like video streaming or voice. The VxFs run one or more VMs exposed and
deployed in the NFVI. On the other hand, the SDN paradigm has the ability to decouple the
data plane, where forwarding elements are located, from the control plane, where routing
decisions are made. The main control element is called SDN Controller, which manages
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multiple network elements belonging to the data plane. The SDN Controller allows the pro-
posed architecture to control the network communications in real time between the elements
of the Network Slices with the goal of ensuring aspects such as security, privacy, and QoS,
among others.

Lastly, the Orchestrator automatizes the management of the aforementioned elements.
This component communicates with the VIM, the VNFM(s), and the SDN Controller to
schedule their tasks as well as to receive information about the state of the scenario, thus
updating its catalogs. The Orchestrator also communicates internally with other components
that are essential to manage the life cycle of the Network Slices, which are outlined below.
Finally, the Orchestrator is linked to the Operations Support System/Business Support
System (OSS/BSS) that serves the customer services.

6.2 Network slice administration (NSAdm)

The Network Slice Administration (NSAdm) includes a number of elements that directly
deal with the life cycle of the Network Slices. These components, shown on an orange
background in Fig. 5, represent a solution able to address the concerns about mobility, which
have been discussed in the previous sections.

The Automation Policy Engine is the component in charge of making decisions about
the management of the Network Slices. This manages the intra- or inter-actions taken into
account the policies defined by the network administrator as well as the Network Slice con-
text information and the location of the resources, which are considered by our architecture
to control the Network Slices and their resources dynamically. These policies are catego-
rized into two different groups, intra-slice and inter-slice policies, as presented in Section 5.
The decisions made by the Automation Policy Engine are processed and automated by the
Orchestrator, which we empower with innovative features. In fact, it becomes responsible
for the automation of the processes related to the Network Slices management based on the
outcomes chosen by the Automation Policy Engine. Specifically, once an intra- or inter-slice
policy is triggered by the Automation Policy Engine the Orchestrator communicates with
the Network Slice Manager (NSM) to perform the corrective measures to the given Network
Slice. This manager handles the different Network Slices and Sub-networks and monitors
their state. This information flows back to the Orchestrator in order to update the catalogs.

All the information considered by the Orchestrator and the Automation Policy Engine
to perform the previous tasks is depicted in Fig. 6. The catalogs, resources, and instances
managed by the ETSI model are shown on a blue background, while the catalogs, instances,
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Fig.6 Catalogs and databases of the proposed architecture
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policies, and ontologies introduced by our proposal so as to manage the Network Slices and
their resources are shown in orange.

6.3 Orchestration to manage Network Slices

This section showcases the number of steps performed by the Orchestrator of the proposed
architecture to enable a new Network Slice. As Fig. 5 shows, once the Orchestrator receives
new actions to be enforced it interacts with the different components belonging to the SDN,
VxF, and VI layers for their enforcement.

With the motivating example of Section 4 in mind, Fig. 7 shows the different steps that
are performed by the Orchestrator and the VI/VNF/NS/SDN managers to enable the new
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Fig. 7 Sequence diagram with the interactions between the Orchestrator and the SDN/NFV resources to
enable a new Network Slice
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Multimfiedia Network Slice indicated by the Policy #2 of Section 5. To this end, the Orches-
trator has the knowledge about the status of the whole infrastructure thanks to the different
catalogs and instances maintained by itself. In this context, since the Multimedia NS is
composed of two Sub-networks with a Network Function each one of them (Hospital and
Home NFs) and two services (4KHDStreaming and Telecare), the Orchestrator firstly sends
a request to the VIM asking for the creation of the Hospital and Home Sub-networks in the
existing infrastructure (Step 1), and then checks in its own catalogs the status of the exist-
ing VMs. The infrastructure is optimized to the current running services, therefore, it is
required to deploy two new VMs for the previous NFs and two additional for the services.
For that, the Orchestrator contacts the VIM again to deploy two VMs with the Hospital and
Home NFs (Step 3 in Fig. 7), which will be allocated in the two previous sub-networks.
Once the VIM receives the request, it instantiates the VM1 with the Hospital NF (Step 4),
VM2 with the Home NF (Step 5) and replies the Orchestrator with the status and details
of both VMs (Step 6). The previous process is repeated to deploy the 4KHDStreaming and
Telecare services in VM3 and VM4 respectively (Steps from 7 to 10). Once the VMs have
been deployed, the Orchestrator directly asks the associated VNFM to start the Hospital and
Home NFs (Step 11), which will run in its corresponding sub-network. The VNFMs start
both VMs with their NFs (Steps 12 and 13) and confirms the situation to the Orchestrator
(Step 14). In this point, the previous process is repeated to start the 4KHDStreaming and
Telecare services (Steps from 15 and 18). At this point, the resources required to enable the
Multimedia NS are ready, so the next step is to notify the NSM about the situation (Step 19).

Once the NSM is aware, it associates and configures the VxFs (NFs and services) to the
created Multimedia Network Slice (Step 20). In relation to Step 21, the NSM confirms the
Orchestrator that the new Network Slice has been deployed, whose instance is composed
of the available physical infrastructure, sub-networks, VMs, NFs, and services. Finally, the
last step consists in communicating with the SDN Controller to enable the communications
between the different NFs and VxFs belonging to the new Multimedia NS (Steps 22 and
23).

7 Experimental results

This section shows several experiments performed to measure the time required to make
decisions about changing the Network Slices and their configurations, as well as enforcing
the deployment of these Network Slices.

7.1 Deployment of the architectural components

We deployed the proposed architecture to demonstrate its proper functioning and mea-
sure its throughput and scalability. In this context, the representation of the information
(ontologies and policies) and the decision-making process (Automation Policy Engine) are
based on Semantic Web techniques. The Network Slice Blueprint Ontology, Sub-network
Blueprint Ontology and Network Slice Administration Ontology, shown in Section 3, are
formally defined and implemented in OWL 2 (Web Ontology Language), as specified in
[26], being generated with the Protégé tool that can be found in [46]. The implementation of
the previous ontologies in OWL 2 can be found and downloaded in [48]. We chose OWL 2
due to it was specifically designed as an ontology language, being an open standard and the
main ontology language used nowadays in Semantic Web. On the other hand, the semantic
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rules defining the policies of Section 5 are expressed in SWRL (Semantic Web Rule Lan-
guage), as specified in [15]. SWRL includes a type of axiom, called Horn clause logic, of
the form i f ... then..., being the most widely used solution in Semantic Web today.

Once the ontologies and policies have been defined in the proposed architecture, we
show the process to translate automatically from them to a set of actions oriented to cre-
ate or modify NSs. For that, a semantic reasoner, implemented by the Automation Policy
Engine component of Fig. 5, infers new knowledge that decides whether the consequent
of a given policy should be enforced. We used Pellet to this end, which can be found in
[42], as semantic reasoner that receives ontological models generated by the Interpreter
component (also implemented by the Automation Policy Engine component) and returns
inferred models with new knowledge. The Interpreter generates ontological models with the
information shaped in the ontologies and policies. Finally, the Automation Policy Engine
component is in charge of translating the queries performed automatically by the architec-
ture into SPARQL queries, formally defined in [49], which are applied to the inferred model
to get the result.

Specifically, the Interpreter generates an ontological model from the Network Slice
Blueprint ontology. This model is sent to the Reasoner to obtain the inferred model with new
information inferred from the ontologies. Once the Interpreter receives the inferred model,
it updates it with the new information provided by the Reasoner according to the policies
defined by the administrator. When a query is performed, the Interpreter invokes the Engine
with the latest inferred model and the query. Finally, the Engine applies the appropriate
SPARQL queries to the inferred model and returns the result.

The rest of the architectural components of Fig. 5 were implemented with open source
tools for SDN/NFV support within a fully virtualized network environment. Specifically,
such tools were chosen to implement the components depicted in Fig. 5 on a blue back-
ground, in order to follow the ETSI reference model detailed in [6]. To implement the role
of the VIM we used OpenStack (Liberty release), available at [32], to instantiate the dif-
ferent virtual resources such as the VMs in which the VxFs will run. We chose OpenStack
since it is the de-facto open-source cloud management platform compliant with many tools
for orchestration and management of the network control layer.

As Orchestrator we covered its role by using the Open Baton framework that is described
in [29], which is an ETSI MANO compliant open source tool following the ETSI specifi-
cation defined in [6]. In this case, we chose Open Baton (version 3.0.1) to orchestrate the
elements belonging to the SDN/NFV planes, but also for providing a generic VNFM to
manage the life cycle of the different VxXFs in addition to support autoscaling and fault man-
agement features, understanding the Topology and Orchestration Specification for Cloud
Applications (TOSCA) standard language specified in [28], etc. Finally, we made used of
OpenDaylight (Beryllium release) as SDN Controller, available at [31], because this is able
to control the different virtual switches deployed in the OpenStack infrastructure installing
in their flow tables the OpenFlow rules received from the Orchestrator. We chose Open-
Daylight because it is considered the industry’s de facto SDN platform. Finally, it is worth
noting that the previous elements have been deployed in virtual machines running on top of
a server. In a nutshell, we have two levels of virtualization: the first one where the server
virtualizes the management components (OpenStack, Open Baton, VNFM, OpenDaylight,
and the Automation Policy Engine); and the second virtualization level, provided by Open-
Stack, where we deployed the scenario described and used in the next sections, which has
several NS composed by different networks, routers, switches, VMs, and VxFs.
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7.2 Decision-making process

We conducted several experiments with the aim of measuring the throughput and scalability
of the decision-making process, which is implemented by the Automation Policy Engine of
the proposed architecture (see Fig. 5). These experiments were intended to deal with two
questions:

— Is the decision-making process time acceptable?
— How it scales with different intra- and inter-slice policies?

As experimental setting, the proposed framework and the conducted tests were carried
out in a dedicated PC with an Intel Core 17-3770 3.40 GHz, 16 GB of RAM, and an Ubuntu
18.04 LTS as operating system. The results shown below have been obtained by executing
the experiments 100 times and computing their arithmetic mean. To measure the perfor-
mance of the decision-making process we performed several executions with different level
of complexity. By increasing the number of individuals of the ontologies and the semantic
rules will provoke an increment on the number of statements, and therefore on the com-
plexity of executions. The number of individuals contained in our ontologies is referred as
population. This was randomly generated, but in a controlled way to achieve a real distri-
bution of the elements composing the environment. Table 2 depicts the number of elements
used in our environment and their percentages.

Regarding the first question highlighted in this section, i.e. how acceptable the decision-
making times are, we defined an initial population of 30,000 individuals that is increased
with other 30,000 individuals in each new step. Table 3 shows the complexity of the pro-
posed ontologies (relationships between the individuals and the statements generated by the
semantic reasoner).

Figure 8 depicts the time, measured in milliseconds (ms), used by the semantic reasoner
to validate the ontology considering different population groups (shown in Table 3). By
evaluating the trade off between the increase of individuals and the time required by the
decision-making process, we can see that the proposed solution can support a very large
number of individuals within a reasonable time. Furthermore, the linearity property behind
these results allows us to infer that a better computer system setting would obtain lower
reasoning times.

Also related to the previous experimentation, we performed an additional test with the
goal of checking how policies affect to the scalability of the proposed solution. This test
will answer the second question highlighted in this section. To this end, we established
several percentages of policies related with the persons contained in our population groups.
Fig. 9 shows the variation of the time required by the decision-making process when the

Table 2 Individual distribution of population

Element Individuals Percentage Element Individuals Percentage
Network Slice 1 0.9% Resource 15 13.0%
Sub-network 4 3.5% Hospital Staff 4 3.5%
Requirement 4 3.5% Patient 50 43.5%
Service 5 4.3% Other 20 17.4%
Network Function 12 10.4% Total 115 100%
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Table 3 Number of individuals ]
and statements per population Population 0 1 2 3 4

Individuals 30,000 60,000 90,000 120,000 150,000
Statements 326,543 645,943 979,342 1,300,291 1,645,352

population (see Table 3) and the number of policies change. As observed, policies have a
very low impact in our framework, around a few milliseconds.

As main conclusion of this section, we have demonstrated with the previous experiments
that when the number of individuals/statements is linearly increased in our ontology, the
decision-making process time also increases linearly. Further, the semantic rules that form
the policies do not have an important impact on the decision-making process time.

7.3 Reaction and virtualized enforcement

Once the Automation Policy Engine decides to enforce given actions, either intra-slice
actions (e.g. to adjust the current Network Slice to continue meeting the requirements) or
inter-slice actions (e.g. to deploy a new Network Slice), the Orchestrator and the NSM come
into play to deploy and enforce such actions. In this context, we conducted several exper-
iments so as to evaluate the feasibility of the deployment blocks of our architecture, by
measuring the performance times of the following two cases to start up:

— The RemoteCare NS introduced in Section 4.1, through the deployment of three VMs:
two with the Hospital and Home NFs and the other to implement the Diagnosis service.

—  The Multimedia NS introduced in Section 4.2, through the deployment of four VMs:
two with the Hospital and Home NFs and the other two to implement the 4KHDStream-
ing and Telecare services. These four VMs can be seen detailed in the sequence diagram
of Fig. 7.

Each of the previous VMs are composed of a single qcow?2 image, which occupy about
2.5 GB each. Therefore, the RemoteCare NS is defined by three VMs and the Multimedia
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NS by four, one gcow2 VM image per VXF. As experimental setting, the experiments pre-
sented below were conducted in a dedicated server with an Intel Xeon Processor E5-2697v4
at 3.6 GHz with 18 cores (36 threads) and 64 GB DDR4 of RAM, in which the different tools
of Section 7.1 were integrated to deploy a fully virtualized network environment with SDN
and NFV support: OpenStack as VIM, OpenDaylight as SDN Controller, and Open Baton
as the Orchestrator. These tools were deployed in a single server on top of a virtualized
platform in which each one of them will be running in detached processor cores, providing
networking support separately as if it were deployed and configured in different physical
nodes. It is worth highlighting that in this single server was implemented the fully virtual-
ized network environment, in which the following experiments were conducted, which is
based on the one designed and deployed as part of the 5G [12]. Further information can be
found in its deliverable D2.4, publicly available at the [13], which deeply explains the con-
figuration of this SDN/NFV environment. This deliverable also reports how the Wide Area
Network (WAN) infrastructure, including the WIM for its management, is deployed and put
into operation. The WIM proposed in SELFNET uses the SDN Controllers to provide ded-
icated and isolated virtual networks in the WAN, where functions can be applied by new
SDN Apps in the framework by interfacing with the SDN Controller.

As a first experiment, Table 4 shows the performance times for the deployment of a single
VXF with just one VM. The same configuration presented above was used, but without

Table 4 Performance times
deploying a VXF with a single Flavor Reserve resources Configuration Total time

VM (in secs)

ml.tiny 38.2937 94.4386 185.5987
ml.small 39.1944 97.4845 189.4063
ml.small 45.7710 109.9283 214.2710
ml.large 50.7711 124.6944 234.5060
ml.xlarge 62.0424 136.8837 258.7829
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considering the needs of the two RemoteCare and Multimedia scenarios. This first test was
performed to know how our infrastructure behaves when deploying a single VM (i.e. from
Open Baton to the final deployment of the VxF), since the processes deploying virtualized
elements will be different depending on the physical resources available. In this sense, the
times shown in the table can be considered as base values, and can be used in next tests to
see how they evolve as more elements are deployed.

Regarding Table 4, these tests were conducted by varying the flavors (compute, memory,
and storage capacity) configured in OpenStack, which can be seen in the legend part of
Fig. 10. The Reserve resources column refers to the time needed for reserving and allocating
virtual resources in the NFVI through OpenStack, while Configuration denotes the precise
time when the services in the VxF, which is running on a single VM, are configured for
functioning through the associated VNFM. Finally, the last column of Table 4 shows the
complete time required to deploy and configure the desired VxF.

As a result, the total time for the deployment of the same VM increases linearly as
the flavor changes with better capacities, which corresponds mainly to the reserve of disk
space for the deployment procedure; the increase in vVCPU and RAM does not have a direct
implication in those times. It is worth mentioning that this particular test can represent the
execution of the intra-slice policy presented in Section 5.1, where the corrective measure
is to add more computational resources into the RemoteCare NS: increasing the flavor and
cloning the Diagnosis service to get more resources.

As a parallel test, the time results of the two scenarios discussed above (RemoteCare
and Multimedia) are shown in Fig. 10 with respect to the deployment and instantiation of
new VMs. The box plot outlines the times obtained after deploying from Open Baton all
the VMs in 25 different tests separately for each scenario. It can be observed that there is
a linear increase in time as more capacities of the resources (flavor) are being used. The
provisioning time for the Network Slice commissioning, including the Diagnosis service
of the RemoteCare scenario (3 VMs) or the 4KHDStreaming and Telecare services of the
Multimedia one (4 VMs), takes on average 194.68 secs with a ml.tiny flavor and 288.91

300
% No. VMs instantiated:

& 275 1 { M 3 VMs (RemoteCare NS)

8 M 4 VMs (Multimedia NS)

(Z)

7]

o 250 + $

i i
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£ 225 1 1 Elavor vCPUs Disk RAM
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a 200 f { mlmedium 2 30GB 2GB
m1.large 2 40GB  3GB
m1.xlarge 4 50GB 4GB

175 . + f t
m1.tiny m1.small m1.medium m1.large m1.xlarge

Flavors configured in OpenStack

Fig. 10_Deployment times.of three or four VMs. to enable a given Network Slice, by varying the flavor
capacities in OpenStack
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secs with a ml.xlarge greater flavor, regardless of whether 3 or 4 VMs are being deployed.
This fact indicates that deploying 3 VMs (RemoteCare NS) is similar in times than the ones
required for 4 VMs (Multimedia NS). In spite of it, we can conclude that these performance
times are fully acceptable to enable scenarios on remote healthcare supporting multimedia
services, thus demonstrating the proper feasibility of our proposal.

After enabling a given NS for operation, as illustrated in the sequence diagram of Fig. 7,
the last step is to activate the NS communications between the NFs, VMs, and services
belonging to the NS (Step 20 in Fig. 7). To this end, the Orchestrator needs to install the
corresponding OpenFlow rules in the virtual switches through the SDN Controller; Open-
Daylight in our virtualized platform. In our environment virtual switches are integrated with
the machines where the compute and networking nodes of OpenStack are running. Specifi-
cally, we have one switch per compute and another in the networking node. It is important to
note that networks created in OpenStack make use of several ports of the previous switches.
Regarding the generation of rules, the Automation Policy Engine, belonging to the Network
Slice Administration layer, generates the OpenFlow rules. Once these rules are generated,
the Orchestrator interacts with OpenDaylight through its northbound interface doing REST
calls. Furthermore, it should also be emphasized that our environment can also offer sup-
port to the WIM, using the SDN Controllers to apply the OpenFlow rules to the distributed
virtual switches and thus provide dedicated and isolated virtual networks in the WAN.

In order to measure the time required by this rule installation process, we conducted
another test not only to extract and analyze times, but also to check scalability issues accord-
ing to two network topology configurations: a single network topology with the four VMs
of the Multimedia NS connected to the virtual switches, previously deployed by the previ-
ous test; and a more complex topology adding other 100 VMs implementing a lightweight
gcow?2 image of 1GB each for testing purposes. The average time after performing 100 tests
is depicted in Fig. 11, where in addition to displaying the installation average times are also

3500 3218
3183 3076
3000 +
% 2500 +
E
o 1 _
£ 2000
o
g 1500 + .
[
>
< 1000 + 1
500 +
175 186 231
0 - 1 [ 1
single network topology complex topology
%,—/
no traffic with traffic

M Rule installation @ Rule uninstallation

Fig. 11 Average time in the installation and uninstallation of OpenFlow rules in the virtual switches flow
tables from the SDN Controller
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shown the uninstallation time of rules. We also conducted these tests both with and without
traffic, using for the former the Ostinato tool as network traffic generator implemented by
[45]. Tt is also worth pointing out that the installation times also include checking that rules
was added to the virtual switches flow tables successfully.

As shown in Fig. 11, the average time in installing/uninstalling rules in the virtual
switches flow tables can be considered almost constant, regardless of the network topology
used and the amount of network traffic injected. In general, the installation process takes
just over 3 seconds, while the uninstall one about 200ms. Adding up this time in installing
OpenFlow rules (about 3 seconds), the one related to the virtualized elements deployment
of Fig. 10 (about 290 seconds on average in the worst case), and the one making decisions
as detailed in Section 7.2 (about 15 seconds in the worst case), we can assume that they are
quite reasonable times from the decision-making process to the final commissioning of a
Network Slice: about 5 minutes in total. Yet, additional monitoring and predictive analytic
procedures would be necessary to have a complete autonomic computing framework.

The performance time results obtained and discussed in previous sections can be con-
sidered quite satisfactory outcomes. They perfectly fit into the Key Performance Indicators
(KPIs) established by the [16], which have been redefined and trimmed by certain projects
funded by the European Commission’s H2020 program. For example, the [14] consor-
tium defined in its deliverable D3.1 that the deployment times of NFV resources must be
below 25 minutes, defined as KPI 8 in that deliverable, reducing very considerably the ini-
tial expected creation time “from 90 hours to 90 minutes” as established by European 5G
initiatives such as the [11].

Finally, it is worth pointing out that other administrative tasks can be required by net-
work operators and service providers before enforcing the operations detailed in this article,
such as authorization to launch new resources and services, access control to the differ-
ent tools that allow such provision, service level agreement establishing customer-provider
relationships as defined by the OSS/BSS layer (see Fig. 5), just to name a few.

8 Conclusion and future work

This article has presented a solution capable of managing the complete life cycle of Network
Slices through the combination of the SDN/NFV techniques for dynamic service provision,
taking into consideration the specific requirements in an eHealth scenario with multime-
dia services. The proposed architecture can determine when, what, and how to dynamically
orchestrate the resources and the services to meet the requirements established by given sce-
narios. To this end, we have proposed a formal Network Slicing information model based
on ontologies in which all elements interacting with the Network Slices are formally repre-
sented. These ontologies are managed by a novel architecture that combines the SDN/NFV
techniques, and a policy-based system that defines such policies to control the Network
Slices as well as their resources dynamically. Two types of policies have been defined to
manage the elements making up the current Network Slice (intra-slice policies) and change
that current Network Slice for a new one that meets the established requirements (inter-slice
policies). Conducted experiments have demonstrated the feasibility of the proposed archi-
tecture, which were performed in two scenarios oriented to future remote healthcare with
multimedia services.

As future work, we plan to extend the current proposal with monitoring and predic-
tive analytic procedures to collect and analyze the diverse metrics. This work will allow
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us to close the current proposal with an autonomic computing framework to provide a
complete functionality from monitoring and sensing to the actuation layers. In addition,
the authors’ intention is continue working in patients monitoring to collect more valuable
information from heart monitors, infusion pumps, and wearables, among others, depend-
ing on the diseases to be analyzed, and thus provide better treatment to such patients in
remote.
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